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Abstract The accuracy of high-speed transient resistance measurements is an
important issue particularly for measuring the thermal conductivity of high thermal-
diffusivity (low-density) gases. This is because the hot-wire temperature rise against
the logarithm of time is non-linear and can approach a steady state within the typ-
ical measurement time of 1 s. Two types of voltmeters are compared for use in the
transient short-hot-wire method. Details of suitable procedures for taking accurate
transient resistance measurements with either a two-channel high-speed analog/digi-
tal converter or a pair of integrating digital multimeters are presented.

P. L. Woodfield (B) · M. Fujii · K. Shinzato
Research Center for Hydrogen Industrial Use and Storage, National Institute of Advanced Industrial
Science and Technology, 744 Mootoka, Nishi-ku, Fukuoka 819-0395, Japan
e-mail: p.woodfield@aist.go.jp

M. Fujii
e-mail: fujii-motoo@aist.go.jp

K. Shinzato
e-mail: k.shinzato@aist.go.jp

S. Moroe · M. Kohno · Y. Takata
Department of Mechanical Engineering, Kyushu University, Nishi-ku, Fukuoka 819-0395, Japan
e-mail: shogo@gibbs.mech.kyushu-u.ac.jp

M. Kohno
e-mail: kohno@mech.kyushu-u.ac.jp

Y. Takata
e-mail: takata@mech.kyushu-u.ac.jp

J. Fukai
Department of Chemical Engineering, Kyushu University, Nishi-ku, Fukuoka 819-0395, Japan
e-mail: jfukai@chem-eng.kyushu-u.ac.jp

123



Int J Thermophys (2009) 30:1748–1772 1749

Keywords Helium · Low-density gas · Thermal-conductivity measurement ·
Transient short-hot-wire method

1 Introduction

The transient hot-wire method is the widely recommended technique for measurement
of fluid thermal conductivity for all regions except the critical region and the low-den-
sity gas region [1]. However, because of the practical and theoretical importance of
dilute-gas thermal conductivity, some studies have been devoted to improvements and
modifications to the technique so that transient hot-wire instruments can also be used
for low-density/high thermal-diffusivity gases [2–5]. Application of transient hot-wire
methods to high thermal-diffusivity gases presents a number of challenges because the
heated region of the sample can extend to the wall of the vessel in less than 1 s [2] and
the heat capacity of the wire becomes more important [3]. Therefore, to capture the
details of the transient rise in temperature, a fast sampling rate is required. Moreover,
the temperature rise against the logarithm of time may not have a linear section for
a low-density gas, so a curve-fitting procedure is necessary to analyze the data [2].
Some alternatives are to calculate the thermal conductivity based on the steady-state
temperature rise [4] or use an extremely fine wire in a large diameter cell [3].

To meet the conflicting requirements of high accuracy and a fast sampling rate,
particular attention must be given to the type and configuration of the voltmeters and
the data acquisition circuit. The two general approaches for measuring the resistance
of the hot wire are either using a Wheatstone bridge (e.g., [4]) or a simple direct-cur-
rent circuit (e.g., [6]). Integrating digital multimeters are a popular choice for voltage
measurement instruments in single-wire methods such as the transient short-hot-wire
method [6,7]. They are also often used in bridge circuits for the conventional two-
wire method [1]. However they can suffer from a large increase in signal noise if the
sampling rate is increased greatly beyond the power-line frequency (typically 50 s−1

or 60 s−1). Assael et al. [8] overcame this difficulty with a specially designed circuit
that measured the time (within ±0.1µs) at which their bridge came into balance with
a series of different reference voltages. Through this technique, they were able to
take over 1,000 measurements in 1 s without diminishing the accuracy of individual
readings. An alternative method is to use computer controlled non-integrating digital
voltmeters such as was successfully done by Roder [9] and Perkins et al. [10] in their
bridge circuit with a sampling rate of approximately 250 s−1. The automatic Wheat-
stone bridge of Beirao et al. [11] also appears to be operated at a sampling rate of
approximately 250 s−1. Much higher speed analog/digital converters are available on
the present-day market. While there are obvious advantages in terms of time resolution,
the question that needs to be answered is whether or not such devices can compete with
the high accuracy of integrating multimeters for voltage measurement. Ultimately, the
choice of instruments should be based on the accuracy of the determined thermal
conductivity.

In this study, we compare a high-quality two-channel A/D converter with a pair
of integrating digital multimeters for the application of measurements of high ther-
mal-diffusivity gas thermal conductivity. Rather than employing a bridge, a simple
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direct-current circuit containing a standard resistor in series with the hot wire was
used. This kind of circuit is typical for the transient short-hot-wire method [6,7]. We
focus on the different issues we faced in making use of each of the instruments and the
procedures that the first two authors found to be most effective for accurate transient
resistance measurement.

2 Experimental Setup and General Procedures

Figure 1 shows a schematic diagram of the experimental apparatus. The platinum hot
wire has a nominal diameter of 10µm and a length of about 15 mm. Before attach-
ing the wire, it was annealed for 3 h at 500 ◦C in an electric oven. Following this, it
was spot welded onto two 1.5- mm diameter platinum terminals which are connected
to 0.75 mm platinum leads to the four-terminal resistance measurement method. The
cell design is shown in Fig. 1 and is typical for the transient short-hot-wire method
[6,7]. The use of platinum material for the supporting terminals is motivated by an
attempt to reduce Seebeck effects and to avoid changing the tension in the hot wire at
different bath temperatures. This problem may occur if the supporting leads and hot
wire were made of dissimilar materials with different coefficients of thermal expan-
sion. The pressure vessel, which contains both the gas sample and the hot wire, has
an inside diameter of 30 mm and a height of 47 mm. The gas pressure is measured
by a Bourden gauge with an estimated precision of about 0.01 MPa. Before supplying
the sample gas, the cell is evacuated using a vacuum pump to remove the gas from
the previous experiment. The cell itself is immersed in a thermostatic bath which is
capable of maintaining a steady temperature over several hours within a precision
of several millikelvins. A constant current is supplied to the cell by a current source
device (Keithley 2602 source meter) which is controlled by a personal computer via a
General Purpose Interface Bus (GPIB) line. The transient voltage across the hot wire
is measured with both a high-speed A/D converter (National Instruments PXI-5922)
and an integrating digital multimeter (Keithley 2002). The current flowing through the
circuit is measured simultaneously with the other channel of the A/D converter and
another digital multimeter (also Keithley 2002) using a four-terminal 25 � standard
resistor.

Rather than using a small current, two different currents (e.g., 14 mA and 7 mA)
were used to determine the initial resistance of the hot wire via extrapolation to zero
power (against the square of the current multiplied by the instantaneous resistance,
I 2 R). A somewhat similar extrapolation procedure was used by Srivastava and Saxena
[12] under vacuum conditions in their steady-state hot-wire thermal-conductivity cell.
In this study, the transient resistance was measured using both forward and reverse
polarities and ensemble averaging was applied to the resistance measured with the
larger current to reduce noise and remove the effect of the current polarity. The moti-
vation for reversing the polarity is similar to that of Perkins et al. [10] who included a
computer-driven reversing switch in their bridge circuit to remove the effect of thermal
emfs in the wire and lead connections. Figure 2a shows a typical sequence of elec-
trical currents supplied to the hot wire. Each resistance measurement has a duration
(�tmeas) of about 1 s with a delay (�twait) of 15 s between consecutive measurements.
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Fig. 1 Experimental setup

The polarity is reversed by sending a command to the current source to output a
negative current. All instruments are computer controlled and synchronized using a
LabViewTM computer program.

Figure 2b shows typical transient resistance measurements with the A/D converter
corresponding to the currents supplied as shown in Fig. 2a. The sampling rate is
50000 s−1. The bath temperature and temperature rise of the wire are determined
from the measured resistances using

R = R0C(1 + βTc) (1)

where Tc is the wire temperature (◦C). The resistance at 0 ◦C (R0C = 19.8583 �)
and the temperature coefficient of resistance (β = 0.003852 K−1) were determined
by in situ measurements of the hot-wire resistance and bath temperature (from 20 ◦C
to 60 ◦C) with a standard platinum resistance thermometer (SPRT) which itself was
calibrated according to the international temperature scale, ITS-90. In determining the
volume-averaged temperature rise of the 10µm wire, a small correction is made for
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Fig. 2 Supplied currents and resistances during a single run. (a) Electrical current to wire and (b) typical
resistance measurements (a negative current means a reverse in the polarity of the current source)

the resistance of the 1.5 mm diameter platinum terminals (which includes temperature
dependency) [6].

3 Physical Model and Data Analysis

The transient short-hot-wire method differs from the conventional two-wire transient
hot-wire method in that one wire is used and end effects are accounted for by a numer-
ical solution of the two-dimensional unsteady heat conduction equation given by:

ρc
∂T

∂t
= 1

r

∂

∂r

(
rλ

∂T

∂r

)
+ ∂

∂z

(
λ

∂T

∂z

)
+ Q (2)

Q = q/πr2
0 (r ≤ r0)

= 0 (r > r0) (3)
∂T

∂z
|z=L/2 = 0 (4)

T |r=R = T |z=0 = T |t=0 = 0 (5)

The heating power q, per unit length of the wire is assumed to stay constant.
A symmetry boundary (Eq. 4) is applied at half the length of the wire (z = L/2). The
temperature rise T is initially zero (Eq. 5) and the cell wall (r = R) and at the end
of the wire (z = 0) are taken to be isothermal. The properties ρ, c, and λ are those of
the wire for r < r0 and those of the sample for r > r0. Radiation heat transfer and
temperature jump effects are neglected in this study.

The thermal conductivity and thermal diffusivity are determined via a least-squares
curve fitting procedure such that S is minimized, as follows:

S =
Nmeas∑
i=1

(
Tcalc(i) (λ, α) − Tmeas(i)

)2 (6)
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Details of the curve-fitting procedure and numerical solution of Eq. 2 are given in
[2] and [13]. A somewhat complicated analytical solution [14] is also available for
this problem. Since the analytical solution is more computationally expensive, routine
calculations were done using the numerical procedure in [13] and verification of the
accuracy of the numerical calculation was done with the analytical solution [14]. It
could be confirmed that the accuracy of the numerical procedure was better than 0.1 %
of the calculated temperature rise.

4 Timing and Synchronization

To obtain the correct transient change in resistance, it is of great importance to know
the precise time at which the current source was started relative to the measured volt-
ages. Assael et al. [1] observed that timing errors can be made negligible because of
the high time resolution of modern timing devices. However, if the synchronization of
the current source and voltmeter is incorrect then significant errors can result. Roder
[15] and Watanabe [16] also noted that the performance of their transient hot-wire
measurement systems was improved through giving extra attention to the timing and
synchronization of the instruments. In setting up the present experiment, we found
that the performance with respect to synchronization of the current source and volt-
meter can be quite different depending on how the instruments are programmed. Also,
treatment of the timing is different for the two types of voltmeters we are considering.
Therefore, we consider it is worthwhile to discuss this issue in some detail.

4.1 Timing of A/D Converter

In the case of the high-speed A/D converter, timing is not a major issue provided the
measurement is started prior to the triggering of the current source. Figure 3 shows
voltages measured in the vicinity of switching on of the current source. The voltage
measurement across the reference resistor (white circles) is opposite in polarity to that
measured across the hot wire (black squares) due to the internal circuit design of the
two-channel converter. The two channels are not completely independent since the
negative terminals are internally connected to the chassis ground through two 200 �

resistors (Note that the default setting for the negative terminals on the A/D converter
is a common earth, but this is undesirable for four-terminal resistance measurement).
We can see from Fig. 3 that the current source does not follow the ideal rectangular
step from zero current to the constant value, but rather a small voltage appears first at
about −0.25 ms before the main application of voltage (t = 0 ms in Fig. 3). We may
suppose that initially a small current is used in the feedback circuits of the current
source instrument to provide an estimate of the resistance load to supply the correct
voltage corresponding to the requested current. To decide the zero point (t = 0 ms) in
Fig. 3, a simple computer search algorithm was applied to find the measured voltage
that is closest to half of the large steady voltage across the reference resistor.

With respect to accuracy of the timing, Fig. 3 shows that the ambiguity of the timing
is not due to the resolution of the time sampling rate (here ±0.02 ms), but rather due to
the fact that the current is supplied in a non-ideal manner (not a perfect step). Taking
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Fig. 3 Voltages measured by
the A/D converter at the start of
application of current to the
circuit
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this into account, we may suppose based on Fig. 3 that the timing error is not more
than ±0.1 ms. From the correspondence between the reference resistor and hot-wire
voltages in Fig. 3, it is clear that synchronization of the two channels is at least as
good as the sampling rate of ±0.02 ms. Further improvements to the timing may be
made by improving the quality of the current step. It is also worth mentioning here that
the magnitude of the voltage overshoot shown in Fig. 3 can be reduced by selecting
an internal “Hanning”-type filter in the programmable setup for this particular A/D
converter.

4.2 Timing of Digital Multimeters

Obtaining the correct timing with the digital multimeters was considerably more dif-
ficult than the A/D converter. The reason is that the sampling rate is not fast enough
to confirm the location of t = 0 simply by examining the measured voltages. To syn-
chronize the current source and the two multimeters, a computer program was written
using the instrument control software LabViewTM to follow the algorithm in Fig. 4.
There are several different ways that the instruments can be programmed for syn-
chronization. For the current source, it was found that the synchronization was more
repeatable if a script program was first uploaded and then executed from within the
buffer of the instrument rather than sending commands one by one along the general
interface purpose bus (GPIB). Likewise for the digital multimeters, it was better to
store the readings in the instrument buffer and then download them to the personal
computer after completing the voltage measurements. Moreover, for the digital mul-
timeters it was found the timing was more repeatable if the voltage range was specified
in advance rather than using the default setting of “auto-voltage range.” Using a GPIB
trigger was found to be greatly superior to simply sending a command to start storing
readings. An external trigger might be even better, but the GPIB general executive
trigger (GET) was found to be convenient and adequate for the present purpose.

Figure 5 shows an example of the measured voltages across the reference resistor.
The result is qualitatively identical for the voltage across the hot wire. If the timing is
correct, the reading at t = 0 should be half of that of the second voltage reading. This

123



Int J Thermophys (2009) 30:1748–1772 1755

Set-up DMM1 

Set-up DMM2 

Set-up
current source 

Send trigger to all 
instruments via GPIB 

Wait for experiment to complete 

Download data  

All instruments are 
set to wait for 
trigger

Start measurement after 
digital multimeters’ 
internal programmable 
delay (e.g., set at 14 ms) 

Start current source after 
internal programmable 
delay (e.g., set at 0 ms) 

Fig. 4 Procedure for synchronizing current source and multimeters

arises from the principle that for a step rise in voltage from 0 to a fixed value, only
half of the integration period for the multimeter should cover the fixed voltage if the
integration period is centered at t = 0. The multimeters and the current source have
programmable delay times to start measuring after receiving the trigger command. By
adjusting the delay times by trial and error, the timing shown in Fig. 5 was achieved.
Noting that the integration time is one power-line cycle (NPLC = 1) (i.e., 16.67 ms for
60 Hz power), it can be calculated that the timing in Fig. 5 is still in error by about
−0.49 ms. This error can be corrected using the following formula:

ttrue = tmultimeter +
(

Vreading1

Vstep
− 1

2

)
× �tintegration (7)

In Eq. 7 ttrue is the time where zero corresponds to half the rise of the step and tmultimeter
is the time where zero corresponds to the first reading in the buffer of the multimeter.
�tintegration is the integration time (16.67 ms for NPLC = 1). The main requirements of
Eq. 7 are that the voltage step occurs within the integration time for the measurement
and the integration time is accurate and weighted uniformly. Using this procedure, it
is estimated that the timing for the digital multimeters is correct within ±0.1 ms.

5 Measurement of Initial Resistance

In order to determine the transient temperature rise, it is essential to be able to measure
accurately the initial resistance of the unheated wire. For the conventional hot-wire
method applied to low thermal-diffusivity fluids, the initial resistance is important
for thermal-diffusivity measurement and for determining the bath temperature. The
thermal conductivity is not affected greatly since it is determined based on the slope
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Fig. 5 Voltage measurements
across the reference resistor

Time, s

V
o

lta
ge

,V

0 0.5 1

0

0.1

0.2

0.3

0.4

0.5

Digital multimeter
A/D converter

NPLC = 1 cycle (16.67 ms)

2nd voltage: 0.34408602 V
1st voltage: 0.16189307 V

The first reading should
be half of the second
reading if the timing is
correct

of the curve. However, for high thermal-diffusivity gases and for the steady-state hot-
wire method, the initial resistance can affect the thermal-conductivity measurement
directly. In this section, we discuss two possible approaches for measuring the initial
resistance of the hot wire.

5.1 Use of a Small Current

A common method to measure the initial resistance is to apply an electrical current
that is small enough so that the temperature rise of the wire can be neglected (e.g., Ref.
[6]). Such a procedure requires very accurate voltage measurements. The digital mul-
timeters employed in this study have a minimum full-scale setting of ±210 mV with
71/2 digit resolution. In contrast, the 24 bit A/D converter has a minimum full-scale
setting of ±1 V with 61/2 digit resolution. Also, within the instrument specifications
the A/D converter has a 2σ uncertainty of 50 µV+0.05 % of the input and a DC drift of
at least 5 µV/◦C change from the self-calibration temperature. This makes it difficult
to zero the instrument with a great enough accuracy for small voltage measurements.
Figure 6 shows the electrical resistance of the platinum wire measured with different
currents using the different instruments. Averaging was done over a period of 120 s
for the digital multimeters and 1 s for the A/D converter (at sampling rate: 50000 s−1).
The polarity of the current was reversed by sending a command to the current source
instrument to output a negative current. For this particular test, the sample gas was
hydrogen at 0.3 MPa.

The difference between the forward and the reverse polarity measurements in Fig. 6a
can be explained if there is a zero error in the voltage readings of about 13 µV for the
A/D converter and about 4µV for the digital multimeter. The origin of the voltage
zero error is Seebeck effects from the junctions of different materials in the circuit
and in the instruments themselves. Also, an error of 13 µV is within what we may
expect from the manufacturers’ specifications for the DC drift of the A/C converter
(5µV/◦C change from the self-calibration temperature). It should be mentioned here
that considerable effort was made to try to reduce Seebeck effects in the circuit using
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Fig. 6 Effect of changing polarity when measuring initial resistance with a small current (A/D = analog/dig-
ital converter, DMM = digital multimeter)

platinum connecting wires and thermally insulating pairs of junctions of dissimilar
metals in the circuit. In spite of this, Fig. 6a still shows sensitivity to the polarity of
the current. Also, we found it is important to occasionally rerun the self-calibration
program for this particular A/D converter.

It is quite clear from Fig. 6a that if we want to use a current less than 1 mA, then
we need to use the average of the resistances measured with forward and reverse
polarities. Alternatively, we suppose that (in principle) zero errors due to Seebeck
effects could be reduced by subtracting an accurate measurement of the initial voltage
readings before applying any current. For the present data, failure to consider such
effects could result in an error larger than 0.2 K in the measured temperature rise for
the case of the A/D converter in Fig. 6. In any case, reversing the current polarity is a
useful test. Fortunately, as mentioned above, the polarity of the current source can be
changed automatically by computer through a simple software program without any
alteration to the circuit wiring. Figure 6b shows the averages of measured resistances.
For currents less than 0.5 mA, the resistance measurements appear less reliable. For
0.5 mA and 1 mA, there is a discrepancy of the order of 0.01 K between the two instru-
ments. Moreover, as expected, the A/D converter is inferior to the digital multimeter
for measuring the initial resistance with a small current.

5.2 Initial Resistance by Extrapolation from Larger Currents

Because of the large difference between the forward and the reverse polarity measure-
ments shown in Fig. 6a, we decided to explore the possibility of using larger currents
and then extrapolating to zero to obtain the initial resistance. This procedure has the
advantage that the resistance can be measured much more accurately with a large
voltage than with a small voltage. This is particularly true for the A/D converter. Also,
the repeatability was found to be better than using a small current. The disadvantage
is that the theory required for extrapolation to zero is not exact since properties of the
wire and surrounding sample change with temperature (and therefore with time also).
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Fig. 7 Measured and extrapolated resistances for hot wire in a toluene sample. (a) Against power and
(b) against time

A brief discussion of the theoretical basis for extrapolating to find the initial resistance
is given in the Appendix.

Figure 7 shows an example of the extrapolation to find the initial wire resistance
based on resistance measurements using a 12 mA current and a 17 mA current where
the sample is toluene. Both forward and reverse polarities were used in the extrapo-
lation, the experiment being repeated eight times (17 mA, −17 mA, 12 mA, −12 mA,
17 mA, −17 mA, 12 mA, −12 mA) using computer control with 15 s between each
measurement (c.f. Fig. 2a). Generally, the resistance measured with reverse polarity
appeared slightly smaller than the corresponding resistance measured with forward
polarity. However, the effect of the polarity on the resistance measurement is greatly
diminished from that shown in Fig. 6a for small currents.

Figure 7b shows the initial resistance estimated by extrapolation at instantaneous
points in time throughout the duration of the experiment. While only one value is
needed for the initial resistance, the plot in Fig. 7b has proven to be a useful test of the
quality of the experimental data. If the values of the initial resistance (estimated from
extrapolation) change with time, then there may be something wrong with the data.
Moreover, invariance with time is one indication of the validity of the extrapolation
procedure itself. Note that in Fig. 7b less than 10 % of the 50,000 data points are shown
for the sake of reducing memory requirements for the soft-copy version of the figure.

To test the validity of the present extrapolation method theoretically, two-
dimensional numerical simulations were done using the finite-volume method (see
Ref. [2] for details of the numerical procedure used). For the purpose of simulation,
rather than using a constant value for q in Eq. 3, a constant current was assumed
and the resistance of the wire was taken to vary linearly with temperature (Eq. 1).
Thus, q at local points in the wire varied with time and position corresponding to the
local temperature. Simulations were done for both hydrogen and toluene including
the temperature dependence of the fluid thermal conductivity and thermal diffusivity.
For toluene, fluid properties varied with temperature according to the reference data
by Watanabe [17]. Figure 8 shows the results of the simulation for toluene. A close
correspondence between the experiment (Fig. 7) and the simulation (Fig. 8) should be
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Fig. 8 Simulation of the
temperature rise and
extrapolation to find initial
resistance for conditions similar
to those in Fig. 7
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expected since the length of the Pt wire was decided based on results for toluene at
similar conditions to those shown in Fig. 8.

The key point of interest in Fig. 8 is the theoretical validity of using either a small
current (1 mA) or extrapolating from the two larger resistance measurements to obtain
the initial resistance of the hot wire. Since we are interested in the temperature rise, the
initial resistance of the wire at the bath temperature was subtracted from the extrapo-
lated initial resistance estimates and the result was expressed as a “temperature rise”
in Fig. 8. Based on the results in Fig. 8, the theoretical error in the initial temperature
measurement by extrapolation is less than about 2 mK over the duration of the 1 s
experiment for these conditions. The 1 mA current measurement on the other hand
leads to a temperature rise in the hot wire of about 7 mK at t = 1 s. This is shown more
clearly in Fig. 9a which includes the extrapolated data from Fig. 8 on an enlarged
scale. From Fig. 9a it is apparent that the extrapolation tends to underestimate the
initial resistance, while using a small current gives an overestimate. In the case of
hydrogen (not shown), however, extrapolation overestimates the initial resistance by
1.6 mK at t = 1 s (using 15 mA and 10 mA currents). Reducing the current from 1 mA
to 0.5 mA leads to a reduction of the error to one quarter. This should be expected since
the temperature rise is approximately proportional to the square of the current. Clearly
from Fig. 9a, extrapolating against I 2 R is better than extrapolating against I 2. The
error in the extrapolation is related to both the change in resistance of the wire with
temperature and the change in the properties of the fluid with temperature. Figure 9b
shows the results of a simulation with the fluid properties held constant. As should be
expected, the extrapolation error becomes smaller if the properties are held constant.
In particular, extrapolation against I 2 R gives a very small error. Extrapolation from a
current smaller than 12 mA will result in an error smaller than that shown in Fig. 9a.
A compromise has to be reached between the accuracy at which the resistance can be
measured and the loss in accuracy through extrapolation. Nevertheless, Fig. 9a dem-
onstrates that a current as large as 12 mA (about two thirds of the measuring current)
can be used as a basis for extrapolation.

Figure 10a compares the initial resistance for the wire in a toluene sample measured
using the digital multimeters and the A/D converter as a function of time. The black
line shows the result of extrapolation already plotted in Fig. 7b but on an enlarged
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scale. The gray line and the circles are resistances measured with using a 1 mA cur-
rent with the A/D converter and digital multimeter, respectively. The black line shows
considerably less scatter than the gray line indicating an improvement to the precision
of the measurement as a result of using extrapolation rather than a small current. In
this particular case, the time average of the estimated initial resistance using the dig-
ital multimeter (21.4077�, 20.255 ◦C) is in very good agreement with that using the
A/D converter (21.4079�, 20.256 ◦C). On the other hand, extrapolation gives an aver-
age initial resistance of 21.4063�, 20.236 ◦C which is 20 mK lower than the values
measured with ±1 mA current. Of this 20 mK discrepancy, up to about 9 mK can be
explained based on the simulation shown in Fig. 9a. The remainder must be attributed
to other experimental uncertainties. It is worth pointing out that the digital multimeter
readings are about 10 mK higher than the A/D converter readings for the 17 mA cur-
rent case shown in Fig. 10b. Therefore, the influence of this difference on the actual
temperature rise is less than 20 mK.
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6 Measurement Noise Reduction

Comparing the A/D converter data with the digital multimeter data in Fig. 10a, it is
obvious that the integrating multimeter has superior noise rejection characteristics.
Nonetheless, the noise in the A/D converter data shown in Figs. 2b, 7b, and 10b
is remarkably low in spite of the high sampling rate of 50000 s−1. Therefore, it is
worthwhile explaining how this result was achieved. Figure 11 shows three different
possible ways (Fig. 11b–d) of determining the transient resistance from the raw data
(Fig. 11a). For the case shown in Fig. 11b, the time average of the electrical current
(14.0005 mA) was used to convert the voltage across the platinum wire (Fig. 11a) into
the resistance. This is simply a rescaling of the vertical axis of Fig. 11a, so the relative
level of noise is the same for Fig. 11a, b. From a careful examination of Fig. 11a,
it is apparent that there is a correlation between the “noise” in the measured current
and the “noise” in the measured voltage across the hot wire. We believe this is not
simply common-mode noise between sampling cables of the two channels of the A/D
converter but rather it is due to actual fluctuations of the current in the circuit. This
conclusion is supported by Fig. 11c. The effect of using the instantaneous measured
current rather than the time average of the measured current to calculate the resistance
is dramatic. It can be seen by comparing Fig. 11b with c.

Figure 11c shows one of the curves previously shown in Fig. 2b. Figure 11d shows
the ensemble average of the four curves for ±14 mA given in Fig. 2b. From Fig. 11d,
we can conclude that ensemble averaging not only removes the effect of thermal emfs
in the circuit but also reduces the random noise. Taking ensemble averages of more
than four measurements results in a greater noise reduction, but for the present pur-
pose, four measurements appear to be adequate. It is worth mentioning here that the
present approach may be considered as an alternative to conventional filtering (e.g.,
Ref. [9]) which has the advantage of a simpler experimental procedure.

To confirm our interpretation that the high-frequency oscillations in the electrical
current trace shown in Fig. 11a are actual fluctuations in the current in the circuit,
we carried out a simple experiment with the A/D converter, two reference resistors
(10� and 100�), and a high-frequency signal generator. The circuit was set-up in the
same way as shown in Fig. 1 except that the current source was replaced by the signal
generator and the hot wire was replaced by a four-terminal 10� reference resistor of
a similar type to that used in the hot-wire experiment. The signal generator was set to
output a small amplitude (0.01 Vpp) high-frequency oscillation (20 kHz) with a DC
offset of 0.4 V. The frequency of 20 kHz was selected because it is of a similar order to
the apparent noise in Fig. 11a. Moreover, it is approaching the Nyquist limit (25 kHz)
for an ideal instrument sampling at 50 kHz. The system was then used to measure
the resistance of the 10� reference resistor in the same way that the resistance of the
hot wire is measured. Figure 12 shows the results. The regularity in the oscillations
indicates that they are certainly due to the 20 kHz output from the function generator
(i.e., the high-frequency oscillating current in the circuit). The sine-wave shape is not
so clear because the sampling rate of 50 kHz is not fast enough. The improvement to
the measured resistance using the instantaneous current rather than the time-averaged
current is obvious from a comparison of the square symbols with the black circle sym-
bols. We also tested the frequency response of the reference resistor using a lock-in
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Fig. 12 Demonstration that the
A/D converter system can
respond to high-frequency
currents in the circuit
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amplifier. It was found that it behaved like an ideal DC resistance within ±0.5 % up
to a frequency of 100 kHz. This confirms that our system is capable of responding to
high-frequency fluctuations in the electrical current.

While Fig. 12 gives an indication of the system capabilities, it does not prove that
the correlation in the noise in Fig. 11a is due to noise in the output current from the
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Fig. 13 Measured voltages for
circuit containing two standard
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current source. However, a close examination of the noise in the circuit using two
reference resistors (10� and 100�) supports our interpretation. Figure 13 shows the
output voltages from the two channels where the same system shown in Fig. 1 is
used except that the hot wire is again replaced by a 10 � reference resistor and the
25 � resistor is replaced by a 100� resistor. In the same manner as in the hot-wire
experiment, the channels of the A/D converter are connected in opposite polarity to
avoid a ground-loop error (c.f. Fig. 3). If the correlated noise was from within the A/D
converter itself we would expect that the noise on channel 0 would be in phase with
the noise on channel 1. On the other hand, if the noise is in the current flowing through
the circuit, then it should be 180 ◦ out of phase because of the opposite polarity of the
connections of the two channels. Figure 13 shows that the correlated noise for the two
channels is in fact 180 ◦ out of phase (Fig. 13a is roughly a vertical mirror image of
Fig. 13b). Moreover, the vertical scale on Fig. 13a is set at ten times that of Fig. 13b.
This shows that the amplitude of the correlated noise is in proportion to the magnitude
of the resistor. This is further evidence that the correlated noise is related to a noisy
output current from the current source.

7 Instrument Calibration for Thermal-Conductivity Measurements

Unlike the conventional transient hot-wire method, which is usually an absolute
method, the transient short-hot-wire method may be considered a kind of relative
method. It is ‘relative’ in the sense that the geometry of the wire used in the model
is decided based on measurements taken in a reference fluid of known thermal con-
ductivity and thermal diffusivity [6,7]. This is a very convenient and practical way
to determine the wire length and diameter, and for short wires it generally result in
more accurate thermal-conductivity measurements than can be achieved by direct
measurements of the geometry using microscopes. One reason for this is that the wire
is so short that small uncertainties about the precise location of the weld attachment
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Table 1 Calibrated effective geometry by different voltmeters (with toluene, 21.38 ◦C)

A/D converter Digital multimeters

Method to measure R0 Extrapolation Small current (±1 mA) Extrapolation Small current ±1 mA

Run No. L ( mm) d(µm) L ( mm) d(µm) L ( mm) d(µm) L ( mm) d(µm)

1 16.59 9.88 16.58 10.36 16.59 9.86 16.59 10.02

2 16.56 9.93 16.58 10.32 16.58 9.90 16.57 10.08

3 16.59 9.84 16.55 10.42 16.61 9.83 16.60 10.03

Average 16.58 9.88 16.57 10.37 16.59 9.86 16.59 10.04

positions may correspond to a significant fraction of the measured wire length. The
effect of differences between the model and the actual cell geometry also may be
improved through calibration.

For this study, we calibrated our instrument using liquid toluene. Toluene has been
recommended as one of the international standard reference fluids for calibrating ther-
mal-conductivity instruments [18]. It has an estimated 2 σ uncertainty of about ±0.6 %
at 25 ◦C, 0.1 MPa and ±1 % over a wide temperature range. Therefore it is desirable
to be able to link other fluid thermal conductivities to this standard. The thermal con-
ductivity is of the same order of magnitude as that of low-density helium gas although
the thermal diffusivity is different by several orders of magnitude. The reference value
for the thermal diffusivity of toluene was taken from Watanabe [17]. The toluene used
had a purity specified by the manufacturer of 99.8 %. No extra purification measures
were taken. Table 1 shows the result of the calibration.

Three different measurements were taken at bath temperatures of 20.24 ◦C,

20.23 ◦C, and 20.23 ◦C with a final temperature increase of about 1.9 K (reference
temperatures for A/D converter were 21.37 ◦C, 21.37 ◦C, and 21.38 ◦C following the
recommendation for the effective fluid temperature given in Ref. [1]). We can see from
Table 1 that the average calibrated effective lengths for the four different methods agree
within about 0.1 %. The diameter is sensitive to the method used for determining the
unheated wire resistance, R0. For the case of the A/D converter, d is 5 % larger if
estimated using a small current rather than extrapolation to determine the initial wire
resistance R0. On the other hand, both the diameter and the length are in excellent
agreement for both the A/D converter and the digital multimeter if extrapolation is
used to determine the initial wire resistance. This is another motivation for using
extrapolation rather than a small current.

8 Uncertainty Analysis

Because of the use of the numerical solution, the uncertainty analysis for the transient
short-hot-wire method is somewhat complicated. Following the general approach and
notation of the ISO guideline [19], the thermal conductivity can be expressed as:

λ = f (X1, X2, . . . , X N ) (8)
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where f () is calculated by the curve-fitting method outlined in Sect. 3 above and
X1, X2, . . . , X N are input parameters such as measured voltages, wire diameter, wire
length, properties of the wire, values of time, etc. The combined standard uncertainty
uc(λ) is given by:

u2
c (λ) =

N∑
i=1

(
∂ f

∂xi

)2

u2 (xi ) + 2
N−1∑
i=1

N∑
j=i+1

∂ f

∂xi

∂ f

∂x j
u

(
xi , x j

)
(9)

where u2(xi ) is the estimated variance of xi (the input estimate for Xi ) and u(xi , x j ) is
associated with the covariance of different input quantities as explained in [19]. Since
Eq. 8 cannot be differentiated analytically (see Ref. [19], Sect. 5.1.3) we made use of

∂ f

∂xi
u (xi ) = 1

2
{ f [x1,. . . , xi + u (xi ) ,. . . , xN ]− f [x1, . . . , xi − u (xi ) , . . . , xN ]}

(10)

To simplify the analysis, each of the voltmeters was modeled using the following
equation:

v = vfixed + vdrift, j + Bvmeas (11)

where vmeas is a voltage reading, B is the linear coefficient with an expected value of
1, vfixed is the zero error of the voltmeter at the start of the experiment (expected value
0), and vdrift, j (expected value 0) is the small change in the zero error as the experi-
ment progresses. vdrift, j is also assumed to account for the very slight nonlinearities
in the voltmeter associated with measurements at different voltages. For the present
experiment, vdrift, j is taken to be a separate constant for each of the eight electrical
currents used ( j = 1, 8) (c.f. Fig. 2). Equation 11 was not used to correct the voltage
(since the expected values of the zero error and drift were taken to be zero) but rather
as the tool for including the uncertainties. By assuming that Eq. 8 accounts for all
correlations between different voltage measurements using the same instrument and
that all quantities on the right-hand side of Eq. 8 are uncorrelated, then Eq. 9 may be
simplified to

u2
c (y) =

N∑
i=1

(
∂ f

∂xi

)2

u2 (xi ) (12)

Note that we have also assumed that all other input quantities are uncorrelated.
Equation 10 is evaluated by perturbing a single input quantity, and then the ther-
mal conductivity is reevaluated using the curve fitting procedure. For the A/D board
with 50,000 voltage readings it is impractical to use Eq. 10 for each voltage input.
Instead, Monte Carlo simulations (50 calculations of λ) were done to evaluate the
combined uncertainty associated with individual voltages and also vdrift, j in Eq. 11.
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Table 2 Uncertainty analysis (1σ standard uncertainties)

A/D converter Digital multimeters

u(xi ) Effect on λ (%) u(xi ) Effect on λ (%)

Voltmeter zero (excluding drift) 25 µV 0.0005 0.9 µV 0.06

Voltmeter drift/shift (with t and v)a 4 µV 0.4 0.02 µV 0.002

Voltmeter linear coefficient 0.025 % 0.05 0.001 % 0.002

Voltmeter precisiona,b 50 µV 0.02 1.9 µV 0.094

Bath temperature stability 0.008 K 0.4 0.008 K 0.4

Starting time 0.05 ms 0.01 0.05 ms 0.001

Wire diameter 1.6 % 0.24 1.4 % 0.22

Wire length 0.5 % 0.43 0.5 % 0.43

Cell diameter 0.3 mm 0.004 0.3 mm 0.004

Platinum thermal conductivity 1.5 % 0.01 1.5 % 0.01

Platinum heat capacity (ρc) 2.5 % 0.008 2.5 % 0.001

Combined uncertainty (%) 0.76 0.65
a Effect of uncertainty on λ estimated from Monte Carlo simulations
b Single reading using present instrument settings without additional filtering

It is worth mentioning that the correlation between the two channels of the A/D con-
verter observed in Sect. 6 above was also considered by a Monte Carlo simulation.
However, its effect on the measured thermal-conductivity uncertainty was found to be
insignificant.

Table 2 shows the results of the uncertainty analysis. The estimated standard uncer-
tainties for the wire length and diameter were calculated using the uncertainties for
toluene properties given by Ramires et al. [18] for thermal conductivity (±1 % with
k = 2) and Watanabe [17] for thermal diffusivity (±4 % with k = 2). The four
quantities related to the voltmeter in Table 2 correspond to the four quantities on the
right-hand side of Eq. 11. These uncertainties were estimated based on the manu-
facturers’ specifications of each instrument. The analysis shows that in spite of the
large uncertainty in the voltmeter zero for the A/D converter (25 µV) the effect on
λ is small. This can be attributed to the effectiveness of reversing the polarity in the
measurement. On the other hand, because the present extrapolation procedure requires
measurements with several different currents, any drift in the bath temperature or in the
instrument zero can make a contribution to the uncertainty in the thermal-conductivity
measurement. Finally, based on Table 2, the thermal-conductivity measurements are
estimated to have an expanded uncertainty of 1.5 % for the A/D converters and 1.3 %
for the digital multimeters where the coverage factor, k, is 2.

9 Thermal-Conductivity Measurement Results

Figure 14 gives a comparison of the results of the least-squares fitting procedure
using the data collected by the A/D converter (Fig. 14a) and the digital multimeters
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Fig. 14 Volume-averaged temperature rise of the platinum wire

(Fig. 14b). The sampling rate for the digital multimeters was 15 s−1, while for the A/D
converter, 50000 s−1 was used. The integration period for the digital multimeters was
set at 1 power line cycle (16.67 ms). The experimental data are in excellent agreement
with the shape of the curve calculated using Eqs. 2–6. For t > 0.01 s in Fig. 14a,
almost all the experimental points are within ±1 % of the calculated curve (standard
deviation of 0.26 %). The largest deviation (about −3 %) is for t < 0.001 s. Data for
times less than 0.5 ms were not included in the fitting procedure due to an apparent
influence of the overshoot shown in Fig. 3. For the case of the digital multimeters
(Fig. 14b), all 15 measurements are within ±0.1 % of the calculated curve (standard
deviation of 0.043 %).

The surprising result from Fig. 14 is that both the high-speed A/D converter
(50000 s−1) and the digital multimeters (only 15 s−1) gave almost the same ther-
mal conductivity for the sample (0.1668 W · m−1 · K−1). This value deviates by about
0.7 % from the dilute-gas correlation by Hands and Arp [20] (0.1680 W · m−1 · K−1)
and also from the result calculated by Hurly and Moldover [21] [0.1678 W ·m−1 ·K−1

(interpolated from their tabulated values)]. The pressure dependence of the helium
thermal conductivity at 0.3 MPa, 61 ◦C is very small resulting in a change of about
0.07 % from the dilute gas value based on the measurements of Assael et al. [22]. The
thermal diffusivities in Fig. 12 are about 20 % lower than that expected from reference
values for the density and specific heat capacity [23,24] (7.50 × 10−5 m2 · s−1). This
may be attributed to the imperfect representation of the geometry of the domain and
other experimental errors.

For the case shown in Fig. 14, the initial resistance of the wire R0 was deter-
mined by extrapolation to zero power using the transient resistance measured with
two different nominal electric currents (±7 mA and ±14 mA). Using a small cur-
rent (±0.5 mA) to measure the initial resistance was also successful for helium gas.
Figure 15 shows measurements of helium thermal conductivity at nominal tempera-
tures of 20 ◦C, 40 ◦C, 60 ◦C, and 80 ◦C. Figure 15a, b shows the results for the high-
speed A/D converter, while Fig. 15c, d is for the pair of digital multimeters. In Fig. 15a,
c extrapolation was used to determine the initial resistance, while in Fig. 15b, d a small
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Table 3 Measured helium
thermal conductivity at 0.3 MPa Instrument Tref (

◦C) λ(W · m−1 · K−1) 2σ uncertainty (%)

High-speed A/D
converter

21.11 0.1514 1.5

41.19 0.1591

61.00 0.1669

80.81 0.1746

Digital
multimeters

21.12 0.1514 1.3

41.20 0.1591

61.02 0.1669

80.84 0.1745

current was used. For the cases of the extrapolated initial resistance (Fig. 15a, c) the
experiment was repeated six times. Table 3 gives the average thermal conductivities
corresponding to Fig. 15a, c. For the cases shown in Fig. 15b, d, the experiment was
only done twice at three nominal temperatures. The initial resistance is the average of
both forward and reverse polarities. From Fig. 15, we may conclude that it is possible
to use either extrapolation or a small current to determine the initial resistance for
measurement of low-pressure helium thermal conductivity.

It should be emphasized here that the “fit” shown in Fig. 15 was not decided by the
judgment of the experimentalist but by a mathematical procedure described in [2]. The
curve-fitting procedure requires that Eq. 2 be solved a number of times to determine
λ and α from Eq. 6. Thus the scatter (or lack of scatter) in Fig. 15 is a true reflection
of the precision of the technique. Consistent with Fig. 14, a comparison of Fig. 15a, c
shows that the precision of measured thermal conductivity is similar using either the
high-speed A/D converter (about ±0.3 %) or the pair of digital multimeters (about
±0.4 %). Note that this precision is based on measurements taken on the same day
and corresponds to two standard deviations. In the case of another gas (hydrogen),
repeating measurements a few months later led to a shift in the average by about 0.6 %
for the nominal temperature of 60 ◦C.

The dashed line in Fig. 15 is the dilute-gas thermal conductivity correlation by
Hands and Arp [20], while the solid line is the same result plus a small correction
for the density dependence of the thermal conductivity. For this correction, the excess
thermal conductivity from the measurements of Assael et al. [22] was used. At a
pressure of 0.3 MPa, this correction is smaller than the uncertainty in the experimental
data. Hurly and Moldover [21] reported ab initio quantum mechanical calculations of
helium thermal conductivities which are also shown in Fig. 15. For the temperature
range shown in Fig. 15, both the correlation by Hands and Arp and the calculations
by Hurly and Moldover are in agreement with experimental data by Assael et al. [22],
Kestin et al. [25], Mustafa et al. [26], and Hemminger [27] within ±1 %. The present
results given in Fig. 15 show a small systematic deviation in the trend of the tempera-
ture dependence of the helium thermal conductivity when compared with the reference
data. The largest deviation from the reference data is at the nominal temperature of
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Fig. 15 Helium-gas thermal conductivity using different voltmeters and different methods for determining
the initial unheated wire resistance. (a) High-speed A/D converter with initial resistance by extrapolation,
(b) high-speed A/D converter with initial resistance using a small current, (c) digital multimeters with initial
resistance by extrapolation, and (d) digital multimeters with initial resistance using a small current

20 ◦C, where the present results are about 1.6 % lower than the correlation of Hands
and Arp [20]. This is slightly outside of the estimated uncertainty of our measurements.
Therefore, based on the reported high accuracy of the reference data for helium in this
range of temperature and pressure [21,22,25–27], we suppose that there may be a
small unknown systematic effect that has not been included in our analysis. The close
agreement between the results of the two instruments shown in Table 3 suggests that
the problem is probably not with the voltage measurement instrument. Moreover, the
DC voltage drift for the A/D converter may be less than that estimated in Table 2 based
on the manufacturer’s specifications.

10 Conclusion

The thermal conductivity of low-pressure helium gas can be measured accurately by the
transient short-hot-wire method with either a two-channel high-speed A/D converter
or a pair of integrating digital multimeters. The digital multimeter has the disadvan-
tage that few data points are available at small values of time. Also, more effort is
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required to synchronize the instruments. On the other hand, the A/D converter faces
the challenge of measuring the initial resistance of the platinum hot wire accurately
enough. It was found that the noise in the transient resistance measurement by the A/D
converter can be reduced through using an instantaneous current measurement rather
than an average current measurement. For either type of instrument, it is important
to confirm and remove the effect of reversing the polarity of the current source. All
the practical issues discussed in this article are expected to be more important for
low-density, high thermal-diffusivity gases than for liquids and high-pressure gases.

Acknowledgment This research has been conducted as a part of the “Fundamental Research Project
on Advanced Hydrogen Science” funded by the New Energy and Industrial Technology Development
Organization (NEDO).

Appendix: Theoretical Basis for Extrapolation to Find Initial Resistance
of Hot Wire

Although it is not used in this study, the usual working equation (e.g., Ref. [1]) for the
transient hot-wire method is suitable for outlining a theoretical basis for the extrapo-
lation procedure proposed in Sect. 5.2 above. The basic equation (without any correc-
tions) is

T = (q/(4πλ)) ln
(

4αt/
(

r2
0 C

))
(A1)

where T is the temperature rise of the wire, q is the power per unit length, and C is a
constant. From this equation, we should expect that at a constant time, t , for different
experiments, the temperature rise will be proportional to the power, q, i.e.,

T = K (t) q (A2)

where K is a constant for a fixed value of t from different ensemble experiments.
Suppose we have q = I 2 R/L (where I is the electrical current) and a linear relation
for the resistance of the wire as follows:

R = R0C(1 + β(Tinitial + T )) (A3)

where R0C is the resistance at 0 ◦C, β is the temperature coefficient of resistance and
Tinitial is the initial temperature of the wire in ◦C (i.e., bath temperature). Let Rinitial
be the resistance of the unheated wire at the temperature, Tinitial. Then,

R = Rinitial + R0CβT (A4)

Substituting Eq. A2 for T gives

R = Rinitial + R0CβK (t)q (A5)
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For this ideal case, since R0CβK (t) is a constant for different experiments at a
given time t , we may find the initial resistance Rinitial, by extrapolating to zero against
different powers, q, i.e., against different values of I 2 R at fixed values of time from
different experiments. The question that needs answered is whether or not other sec-
ondary effects (i.e., corrections to the ideal equation, such as variable fluid properties,
the change in q with time, temperature jumps, radiation, and natural convection) cause
such an extrapolation to lose accuracy. We have already discussed the validity of the
extrapolation procedure in relation to the change in the wire resistance, R, with time
and variable fluid properties (Sect. 5.2; Figs. 8, 9).

For temperature jumps, Healy et al. [28] give an expression where the temperature
jump is proportional to the power, q;

δTjump = (q/4πλ) (2g/r0) (A6)

In Eq. A6, g is an empirical factor proportional to the mean free path and δTjump
is the temperature discontinuity at the wire surface. Therefore, if the Eq. A6 result is
justifiable, then the above reasoning still applies for the case of a temperature jump
since correcting Eq. A2 results in an instantaneous temperature rise that is proportional
to the power.

For radiation, Healy et al. [28] linearize the radiation loss as follows:

qrad = 2πr0σ
(

T 4
w − T 4

initial

)
≈ 8πr0σ T 3

initialT (A7)

where σ is the Stephan–Boltzman constant, Tw is the wire temperature, and T is the
temperature rise of the wire. The temperature of the wall is assumed to be the same as
the initial temperature of the wire and the fluid is taken to be thermally transparent. If
we subtract the linearized approximation for qrad from q and substitute into Eq. A2,
then we obtain

T = K (t)

1 + K (t) 8πr0σ T 3
initial

q (A8)

The coefficient of q in this expression is also a constant for the same bath temper-
ature at fixed t . Therefore we may say that for the linearization of radiation recom-
mended by Healy et al. [28], our proposed extrapolation is still reasonable. Of course,
this only applies in circumstances where the linearization of radiation given in Eq. A7
is valid.

Natural convection is a further possible source of non-linearity. For example, if we
tried to extrapolate to find the initial resistance based on steady-state resistances in
dense fluids or after large periods of time when natural convection effects dominate,
then extrapolating to zero against the power would be inaccurate. However, rather than
this, we are proposing instantaneous extrapolations during the short measurement time
up to 1 s, which is before natural convection effects become significant. This is con-
sistent with another basic principle of the transient hot-wire method, i.e., that natural
convection can be neglected if the time is short enough.
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